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1. Introduction and motivation

The ubiquity of vortices in convective boundary layers
is apparent in many observations and simulations (e.g.,
Carroll and Ryan 1970, Maxworthy 1973, Cortese and
Balachandar 1993, MacPherson and Betts 1997, Schnei-
der and Lilly 1999, Kanak et al. 2000). For example, dust
devils are common on sunny days, at least when land
surface characteristics allow such vortices to be mani-
fest visually (e.g., Kaimal and Businger 1970, Hess and
Spillane 1990, Snow and McClelland 1990). Radar ob-
servations of the boundary layer also commonly reveal
vortices, probably having a spatial scale larger than dust
devils (e.g., Wilson et al. 1992). Some boundary layer
vortices have been observed to be associated with cloud
development (e.g., Atkins et al. 1995, 1998). These latter
observations have led some to hypothesize that bound-
ary layer vortices are an important aspect of convection
initiation (e.g., Kingsmill 1995).

Theoretical studies have investigated the formation
of vertical vortices within corridors of horizontal wind
shear that arise from the instability of shear flows and
vortex sheets (e.g., Miles and Howard 1964; Kundu
1990, pp. 391–395). Such processes have been hypoth-
esized to be responsible for the development of bound-
ary layer vertical vortices in some observational studies
(e.g., Kingsmill 1995). In other cases, vorticity stretch-
ing (e.g., Wilson et al. 1992) and tilting of horizontal
vorticity (e.g., Atkins et al. 1995) have been observed to
be the dominant contributors to vertical vorticity am-
plification. Large-eddy simulations of convective bound-
ary layers also have examined the formation of vortices.
For example, Kanak et al. (2000) found that local verti-
cal vortices tended to arise within vertical velocity max-
ima. In their simulations, as well as in idealized, inviscid
simulations of isolated buoyant elements by Shapiro and
Kanak (2002), no mean wind was prescribed. Kanak
et al. (2000) conjectured and Shapiro and Kanak (2002)
deduced that horizontal vorticity initially was generated
by the density gradients associated with the thermals,
and this horizontal vorticity subsequently was tilted by
horizontal vertical velocity gradients to yield vertical vor-
ticity.

The dynamics, origin, and evolution of boundary layer
vortices could have large relevance to convection initi-
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ation owing to the feedbacks between vertical velocity
and vorticity. These feedbacks have been studied fairly
extensively in theoretical and numerical modeling stud-
ies of deep, moist convection (Klemp 1987), but the
possibility of similar interactions in boundary layer up-
drafts, and their ramifications for convection initiation,
remain largely unexplored. Prior observational studies of
boundary layer vortices have been somewhat limited by
their spatial and temporal resolution, which is consider-
ably coarser than what has been available in large-eddy
simulations.1 It is this fact that motivates the present
paper.

The purpose of this paper is to use high-resolution
(90-s in time, 100 m in space), three-dimensional wind
syntheses derived from Doppler radar data to document
the finescale structure and evolution of boundary layer
vertical vorticity extrema, in addition to the dynamical
processes playing a role in the amplification of the vor-
ticity extrema. The radar data were obtained on 12 June
2002 in northwestern Oklahoma during the International
H2O Project (IHOP). A more descriptive overview of the
dataset and analysis techniques is provided in section 2.
The most significant observations are presented in sec-
tions 3–5. Section 6 contains conclusions and some final
remarks.

2. Overview and methods

During the afternoon of 12 June 2002, four mobile radars
were dispatched to northwestern Oklahoma in anticipa-
tion of convection initiation in the proximity of the in-
tersection of an outflow boundary and a dryline. Shal-
low cumulus clouds were observed within the data anal-
ysis region for the first 90 minutes of the deployment.
Some towering cumulus clouds developed along the out-
flow boundary during the 2100–2130 UTC time period,
and at the same time, along the dryline to the east, cu-
mulonimbus clouds were initiated.

Radar data were collected continuously from 1936–
2130 UTC. Three of the mobile radars [two Doppler On
Wheels (DOW) radars and the XPOL radar] were similar
to those described by Wurman et al. (1997). The wave-
length, stationary half-power beamwidth, range gate
spacing, and Nyquist velocity were 3 cm, 0.95◦, 75
m, and 16.0 m s−1, respectively. The fourth mobile

1We attempt to avoid the difficult issues associated with
defining vortices by restricting our terminology to vorticity
extrema, maxima, and minima, hereafter.



radar [Shared Mobile Atmospheric Research and Teach-
ing (SMART) radar] has been described by Biggerstaff
and Guynes (2000). The wavelength, stationary half-
power beamwidth, range gate spacing, and Nyquist ve-
locity were 5 cm, 1.5◦, 67 m, and 14.6 m s−1, respectively.

Radial velocity errors caused by low signal-to-noise
ratio, second-trip echoes, sidelobes, ground clutter, and
velocity aliasing were removed prior to interpolating the
data to a Cartesian grid. The grid used for the analyses
presented herein is 20 × 20 × 2 km3, and has a hori-
zontal and vertical grid spacing of 100 m. Interpolation
of the radial velocity data to the grid was accomplished
with a Barnes objective analysis (Barnes 1964; Koch et
al. 1983) using an isotropic, spherical weight function
and smoothing parameter, κ, of 0.36 km2. Advection
was removed from the objectively analyzed radial veloc-
ity grids. The advection velocity was determined using
Matejka’s (2002) technique.

The three-dimensional wind field was synthesized us-
ing the overdetermined dual-Doppler approach (e.g.,
Kessinger et al. 1987) and the anelastic mass continu-
ity equation (integrated upward), rather than a direct
triple- or quadruple-Doppler solution. The time resolu-
tion of the analyses is 90 s. Dynamic retrievals of the
pressure perturbation field also were performed, follow-
ing the technique outlined by Gal-Chen (1978).

3. Evolution of the vertical vorticity field

Although the wind syntheses span the 1936–2130 UTC
period, the proceeding analysis and discussion focuses
on the 2012–2118 UTC time period. Figure 1 depicts
the vertical vorticity and vertical velocity fields at 12
min intervals (i.e., every eighth wind synthesis is dis-
played) from 2012–2118 UTC. Vertical vorticity maxima
are observed both along the outflow boundary (e.g., the
vorticity maxima identified with numbers “3” and “6” in
Fig. 1) and away from the outflow boundary, both on its
warm as well as its cool side (e.g., the vorticity maxima
identified with numbers “2” and “5” in Fig. 1). Other
vorticity maxima evolve from positions away from the
outflow boundary to positions along the outflow bound-
ary (e.g.,those identified with numbers “1” and “4” in
Fig. 1 between 2012–2036 UTC).

A few long-lived (>1 min) dust devils were witnessed
by the radar operators, but it is not known what dynami-
cal relationship, if any, these had to the vorticity maxima
observed in the radar-derived wind syntheses. The loca-
tion of one such dust devil is indicated in Fig. 1 at 2036
UTC. It is perhaps worth noting that the dust devil was
located within a relative maximum in the radar-resolved
vertical vorticity field.

The motions of the vorticity extrema are generally
similar to the ambient, vertically averaged wind veloc-
ity in the vicinity of the vorticity extrema. Many ex-
trema also are observed to propagate laterally with re-
spect to the ambient wind direction for brief periods of
time, although there is no systematic preference for cy-
clonic (anticyclonic) vorticity extrema to propagate to
the right (left) of the mean shear vector as Maxworthy
(1973) observed in the case of dust devils.

What is perhaps most remarkable about Fig. 1 is the
time continuity of the vorticity field. Vorticity extrema
(e.g., those numbered 1–6 in Fig. 1) can be tracked con-
tinuously for the entire radar deployment. The vorticity
extrema weaken and strengthen in time and occasion-
ally merge with one another, but the extrema generally
fail to dissipate entirely or become unidentifiable in the
wind syntheses. In other words, the very definition of
the genesis and dissipation of a vorticity extremum is
ambiguous. It will be shown in section 5 that the verti-
cal vorticity of individual air parcels entering a vorticity
extremum can be traced backward in time to values ap-
proaching zero, but this does not contradict the finding
that a “genesis time” and “end time” could not be de-
fined for the vorticity extrema.

Close inspection of the vertical vorticity fields also
reveals many complex interactions among vertical vor-
ticity maxima and between the vertical vorticity and
vertical velocity fields. For example, the weaker vortic-
ity extrema occasionally are observed orbiting stronger
vorticity extrema, the so-called “Fujiwhara effect” (Fu-
jiwhara 1931). An example of this evolution is observed
in proximity to vorticity maximum number 5 during the
2012–2048 UTC period (Fig. 1). In this same region,
notice how the vertical velocity field also is rearranged
by the interactions between vorticity extrema. Bluestein
et al. (2004) have observed similar interactions between
dust devils.

During periods in which vertical vorticity amplified,
amplification first occurs near the ground and then
builds upward in time. Rapid amplification is preceded
by updrafts, i.e., vorticity amplification is a byproduct
of updrafts. The amplification of low-level vertical vor-
ticity often leads to a weakening of updrafts—and occa-
sionally induces downdrafts—in a manner very similar to
the process attributed to occlusion downdraft formation
in supercell thunderstorms (Klemp and Rotunno 1983).
An example of this evolution is visible at 2100 UTC at
the location of vorticity maximum number 3 (Fig. 1).

4. Characteristics of the vertical vorticity
extrema

The most prominent vertical vorticity maxima, which
tend to be located along the outflow boundary and
within the warm sector south of the boundary, attain
values of 10−2 s−1 (Fig. 1). The most prominent min-
ima attain values of −6 × 10−3 s−1. These amplitudes
are less than those in the large eddy simulations con-
ducted by Kanak et al. (2000), but vorticity values are
highly resolution-dependent. The grid spacing in the
radar analysis domain is approximately three times the
horizontal grid spacing in the Kanak et al. simulations.
The angular momentum associated with the strongest
vorticity maxima, estimated by averaging the vertical
vorticity within the area coinciding with the vorticity ex-
tremum, range from 800–1300 m2 s−1, which is slightly
larger than estimated by Kanak et al. in their simula-
tions.

The magnitudes of the vorticity extrema generally de-
crease with height from their largest values near the
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Fig. 1. Horizontal cross sections of vertical vorticity, ζ, at 0.1 km (shaded, see scale at bottom), and vertical velocity, w, at 1.0
km (contoured at 1 m s−1 intervals, negative contours are dashed, and the 0 m s−1 contour has been suppressed) at 12-min
intervals from 2012–2118 UTC. Horizontal wind vectors also appear on each panel (the tail of each vector is located at every
10th grid point). The position of the outflow boundary is indicated at 2012 UTC. The vorticity maxima discussed in the text
are labeled in each panel. The boundaries of the zoomed images displayed in Figs. 2 and 3 are indicated in the 2012 UTC and
2036 UTC panels. The “D” in the northeastern part of the 2036 UTC panel indicates the approximate location of a long-lived,
intense dust devil observed visually.

surface, although all of the significant vorticity extrema
span the depth of the boundary layer, which is approxi-
mately 2 km deep. The vertical vorticity extrema along
the outflow boundary also have some tendency to be
tilted away from the vertical toward the cool side of the
outflow boundary, owing to the enhanced southerly verti-
cal wind shear located along the boundary. The vertical
vorticity extrema in the warm sector south of the outflow
boundary are nearly vertically stacked as a consequence
of the relatively weak vertical wind shear present there.

Retrieved pressure minima are colocated with signif-
icant vorticity extrema, presumably a dynamical conse-
quence of the rotation. The amplitudes of these minima
are small, with pressure deficits rarely exceeding 0.15 mb
compared to the pressure in close proximity to the vor-
ticity extrema. It would not be surprising if the actual
pressure fluctuations are considerably larger than those
retrieved owing to the smoothing of the pressure field
during the retrieval process.

No systematic relationship between the vertical veloc-

ity and vertical vorticity fields is evident, nor can a wave-
length between vorticity maxima (e.g., Kingsmill 1995,
Richardson et al. 2003) be defined, owing to the highly
irregular spatial distribution of vorticity (e.g., Fig. 1).
Some vorticity maxima are situated beneath updraft cen-
ters, others are located on the flanks of updrafts, and
others are located in downdrafts (Fig. 1). It also is cu-
rious that circularly symmetric (in a horizontal plane)
vorticity maxima occasionally develop beneath quasi-
linear updrafts (e.g., vorticity maximum number 5 at
2012 UTC; Fig. 1).

5. Vertical vorticity amplification

As shown in section 3, vorticity extrema are observed
to persist for the duration of the data collection period.
For this reason, and also because the very definition of
a vortex is ambiguous, it is difficult to define a time of
vortex genesis or demise. Our analyses are limited to the
conditions associated with the amplification of preexist-



ing vorticity extrema. In this section, we examine the
amplification of vorticity maximum number 1. Vorticity
maximum number 1 is located along the outflow bound-
ary and undergoes a substantial amplification between
2012 and 2030 UTC, during which time the vertical vor-
ticity increases from ∼0.002 s−1 to >0.007 s−1 (Figs. 2
and 3). The processes associated with the amplification
of other vorticity extrema will be described at the con-
ference.

a. Contributions to the local vorticity tendency

Neglecting curvature terms and molecular viscosity, the
local vertical vorticity change is

∂ζ

∂t
= −vh ·∇(f + ζ)− w

∂ζ

∂z︸ ︷︷ ︸
horizontal and vertical advection
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∂α

∂x

)
︸ ︷︷ ︸

solenoidal generation

+

(
∂Fy

∂x
− ∂Fx

∂y

)
︸ ︷︷ ︸

turbulent diffusion

(1)

where p is pressure, α is specific volume, f is the Coriolis
parameter, and Fx and Fy represent turbulent diffusion
of momentum in the x and y directions. The solenoidal
term is neglected in our analysis. The term is zero if the
anelastic approximation is made, and even in the worst
case imaginable, with orthogonal isobars and isopycnics
in a horizontal plane and with horizontal pressure and
temperature gradients of 1 mb km−1 and 5 K km−1,
respectively, the term is of order 2 × 10−6 s−2. The
horizontal pressure and temperature gradients are about
an order of magnitude smaller than the above estimates
in the case at hand. The diffusion of vorticity also is
neglected in our analysis. In the past, a first-order or K-
theory closure based on the Doppler-derived deformation
has been applied in order to estimate turbulent diffusion
(e.g., Brandes 1984, Hane and Ray 1985), but the effect
of vorticity diffusion on the vorticity evolution was found
to be much smaller than the other terms (e.g., stretching
and tilting; Brandes 1984). Mixing effects may be more
significant in the surface layer where airflow deformation
and vertical turbulent fluxes are large, but the surface
layer is not well-resolved by the radar observations.

At the start of the intensification period (2012 UTC;
Fig. 2), vorticity stretching is the largest contributor to
the amplification of the vorticity maximum (horizontal
advection is a large contributor to the local vertical vor-
ticity tendency, but advection cannot amplify vorticity
extrema, only translate or reshape them). At the end of
the period of rapid intensification (2030 UTC; Fig. 3),
when the vorticity maximum approximately reaches its
greatest amplitude, stretching is the largest contributor
to vorticity amplification near the ground, and tilting
is largest contributor in the middle boundary layer (1.5

km), although mainly on the flanks of the vorticity max-
imum. Once vertical vorticity begins has intensified near
the surface, vertical advection also can become a signif-
icant contributor to the local vorticity tendency in the
middle boundary layer (not shown; observed for some
other vorticity extrema). It is worth noting that the
terms producing the largest instantaneous vorticity ten-
dencies do not necessarily contribute in the same pro-
portion to the total integrated vorticity of the air parcels
comprising the vorticity maximum, as will be shown in
subsection b.

b. Contributions to the Lagrangian vorticity tendency

In order to obtain perhaps a more complete understand-
ing of the dynamical processes contributing to the am-
plification of vorticity maximum number 1, the contri-
butions to the Lagrangian vertical vorticity tendencies
are examined for a number of trajectories entering the
vorticity maximum. By integrating the Lagrangian form
of (1), and neglecting the curvature, solenoidal, and tur-
bulent diffusion terms as before, the vertical vorticity of
a parcel, ζ(t), can be written as

ζ(t) = ζ◦ −
∫ t

o

(f + ζ)∇ · vh dt′

+

∫ t

o

(
∂u

∂z

∂w

∂y
− ∂v

∂z

∂w

∂x

)
dt′

= ζ◦ + ζstretching + ζtilting, (2)

where ζ◦ is the vertical vorticity of the parcel at the
start of the integration (t = 0) and ζstretching and ζtilting

are the total contributions to ζ from stretching and tilt-
ing, respectively. Trajectories are computed using trilin-
ear spatial interpolation and a fourth-order Runge-Kutta
time integration algorithm using a time step of 10 s. The
three-dimensional wind fields are assumed to vary lin-
early in time between the two Doppler analyses closest
to the current time of a point along a trajectory.

Equation (2) is integrated along four trajectories for
vorticity maximum number 1 from 2012–2033 UTC.
The four trajectories pass through the maximum ver-
tical vorticity value at 2033 UTC at 0.1, 0.5, 1.0, and
1.5 km (trajectories “A,” “B,” “C,” and “D,” respec-
tively; see Fig. 4). The differences between ζ and
ζ◦ + ζstretching + ζtilting are generally less than 1 × 10−3

s−1. The relatively small residuals are perhaps indica-
tive of the quality of the velocity data (e.g., its accuracy
and space and time resolution) and the relative unimpor-
tance of any parameterized subgrid turbulent diffusion (a
consequence of the relatively fine spatial resolution). The
largest disagreement between ζ and ζ◦+ζstretching+ζtilting

(∼4 ×10−3 s−1) is for the near-ground trajectories enter-
ing vorticity maximum number 1 (Fig. 4), and is perhaps
due to inadequately resolved velocity gradients in that
portion of the domain near the surface.

Along the near-ground trajectories entering vorticity
maximum number 1 (trajectories “A” and “B” in Fig. 4),
ζstretching is the dominant contributor to ζ, not surpris-
ingly, since tilting goes to zero at the ground. For trajec-
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Fig. 2. (Left) Horizontal cross sections of vertical vorticity, ζ, and vertical velocity, w, at 0.1 km (top left) and 1.0 km (bottom
left) in the proximity of vorticity maximum number 1 at 2012 UTC (refer to Fig. 1). Vertical vorticity (black) is contoured
at 1 × 10−3 s−1 intervals, with negative contours dashed. Vertical velocity (gray) is contoured at 1 m s−1 intervals, with
negative contours dashed. (Center) Horizontal cross sections of horizontal and vertical advection of vertical vorticity at 0.1 km
(top center) and 1.0 km (bottom center). Horizontal advection (black) is contoured at 2.5× 10−6 s−2 intervals, with negative
contours dashed. Vertical advection (gray) also is contoured at 2.5×10−6 s−2 intervals, with negative contours dashed. (Right)
Horizontal cross sections of vorticity stretching and tilting at 0.1 km (top right) and 1.0 km (bottom right). Stretching (black)
is contoured at 2.5 × 10−6 s−2 intervals, with negative contours dashed. Tilting (gray) also is contoured at 2.5 × 10−6 s−2

intervals, with negative contours dashed.

tories entering vorticity maximum number 1 at 1.0 and
1.5 km (trajectories “C” and “D” in Fig. 4), ζtilting as-
sumes progressively larger roles, and in fact is the domi-
nant contributor to ζ along trajectory “D.” Comparisons
of the vorticity budgets for the parcels entering vorticity
maximum number 1 to the budgets of parcels entering
other vorticity maxima (not shown) indicate that the rel-
ative importance of tilting versus stretching varies from
one vorticity extremum to another (and seems to be a
function of the amount of horizontal vorticity present
in the boundary layer). Thus, it is difficult to general-
ize when it comes to the dynamical processes responsible
for the amplification of boundary layer vorticity extrema.
Stretching virtually always will dominate near the sur-
face, but above the surface the dominant contributors to
vertical vorticity vary from case to case, and even from
one vorticity extremum to another.

6. Summary and conclusions

This paper has documented the evolution, characteris-
tics, and dynamics of vertical vorticity extrema observed
by mobile Doppler radars in a convective boundary layer
during the 12 June 2002 IHOP deployment. The obser-
vations support the following conclusions:

1. The vertical vorticity field has remarkable time con-
tinuity, such that many vorticity extrema could
be tracked continuously for the entire deployment
spanning nearly 2 hours.

2. The vertical vorticity extrema decrease in ampli-
tude with height and are tilted by the vertical wind
shear.

3. Periods of vertical vorticity amplification involve
the superpositioning of an updraft; the air parcels
comprising the vorticity maxima can acquire their
vorticity from stretching or tilting, although the
contributions can vary significantly from one vor-
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Fig. 3: As in Fig. 2, but for 2030 UTC (refer to Fig. 1).

ticity maximum to another, and from one elevation
to another, making it difficult to generalize about
the dynamical processes responsible for the ampli-
fication of vorticity.

4. The vertical vorticity extrema are associated with
pressure minima; given that the vorticity extrema
weaken with height, vorticity anomalies tend to be
associated with a downward-directed vertical pres-
sure gradient force.

5. The interactions among vorticity maxima and be-
tween vertical vorticity maxima and the vertical ve-
locity field are horribly complex; if such interactions
are later shown to be crucial to convection initia-
tion, it may be difficult to develop general guidelines
for the prediction of convection initiation.

We have avoided one obvious question throughout:
what is the origin of vertical vorticity in the boundary
layer? The sequence of wind syntheses reveals that vor-
ticity anomalies can be tracked for long periods of time
(>1 h). Many vorticity anomalies persisted for the en-
tire data collection period, intensifying and weakening
depending on the superpositioning of boundary layer
drafts, to which the vorticity anomalies unavoidably feed
back. Observationally, we cannot find some hypothetical
initial time when ζ = 0 everywhere.

Does surface friction play a role in generating vertical
vorticity? How about slow, but nonzero baroclinic gen-
eration of vertical vorticity by horizontal solenoids pos-
sibly associated with thermals? Or horizontal vorticity
generation by solenoids in the vertical plane, which sub-
sequently can be tilted by gradients in the vertical mo-
tion field to produce vertical vorticity (e.g., Shapiro and
Kanak 2002)? We do not have the data to address the
contribution of surface friction to vertical vorticity, and
it is questionable whether baroclinic effects could be ob-
served adequately. In situ thermodynamic observations
currently cannot sample thermodynamic fields with the
level of detail to address baroclinic vorticity generation
by thermals, and buoyancy fields retrieved from four-
dimensional radar data are unavoidably noisy owing to
the fact that they depend on an extra (time) derivative
of the velocity fields. Furthermore, there is the issue of
how vertical vorticity arises at the surface. Davies-Jones
(1982) argued that a downdraft is necessary for tornado
formation in environments devoid of preexisting vertical
vorticity at the surface. Are downdrafts in the convective
boundary layer similarly necessary for vertical vorticity
to arise at the surface?

Ongoing work includes investigation of the helicity
of the vorticity extrema and corresponding suppression
of mixing, two-dimensional shearing instability, and the
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demise of vorticity extrema. Preliminary analyses of the
helicity and eddy viscosity fields indicate that it may
be difficult to generalize about the role of rotation in
reducing mixing within updrafts. Preliminary analyses
also suggest that the demise of many strong vorticity ex-
trema is brought about by the vortex valve effect and an
adverse vertical pressure gradient that reverses the sign
of vorticity stretching.
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